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Me



My research
Probably 99% of my research is mainly on signed languages 

Early: typologically-oriented descriptive linguistics 
Then: iconic patterns across languages and modalities 
Now: distributional patterns in corpora + computer vision 

I think ~80% is based on corpus data in some form

See more: borstell.github.io 



Today’s 
presentation



Today’s presentation topics
What is corpus linguistics in sign language research? 

What research questions can we answer with current data? 

How do we extract and process the data with these goals in mind? 

Why do we want to use corpus data – or not?



Introduction



The Quantitative Turn
In the past 25 years, linguistics has become more quantitative 

More data: corpora 

More control: experiments 

More complex methods: statistics

Joseph (2008); Kortmann (2021)



Quantitative sign linguistics
The field has followed this general trend 

However… 

… still small datasets (few participants) also in experiments (small pools) 

… SL corpora have been built from scratch (technically challenging)



Corpus-based or corpus-driven
Corpus-based research 
– corpus is used to test and verify theoretical claims 

Corpus-driven research 
– corpus itself is the source from which patterns are identified 

SL work has been mostly corpus-based, but some corpus-driven? 
– corpus size, balance and representativeness are issues here

Tognini-Bonelli (2001: 17); see also O’Keefe (2018) and Aijmer (2018)

?



What is a corpus?
Data(base) ≠ corpus 

A collection of natural(istic) texts 

Machine-readable transcriptions: written, spoken or signed 

Should be large enough; can target a specific purpose 
… anything <1 million words is often seen as small

Biber et al. (1998); McEnery & Hardie (2011); Kennedy (2014)



Sign language corpora today
Only two sign 
language corpora 
that are equivalent in 
size to (smaller) 
spoken language 
corpora:  
Polish SL (PJM) and 
German SL (DGS) 

What does this mean 
for research?

Kopf et al. (2022)



Sign language corpora
Most sign language corpora 
use ELAN for annotation 

ELAN is also the main tool 
for viewing and searching 
the corpus 

Basic interface and 
annotations: signs + 
translations (here STS)

Mesch et al. (2012); Öqvist et al. (2018)



the WHAT &  
the HOW 



What data do SL corpora have?
Lexical: Segmentation + gloss annotation of individual signs 

Translations: written (or spoken) translations into a spoken language 

Metadata: sociolinguistic profile of signers 

Other: morphology (limited), form-descriptors (hs, #hands), pose

Johnston (2010; 2014); Fenlon & Hochgesang (2022) ; Kopf et al. (2022)



What data do SL corpora lack?
Morphology: Reference, modification, lemmas (cf. DGS) 

Syntax: segmentation and dependencies (cf. Auslan & STS) 

Discourse: interactional segmentation + functions 

Tools: user-friendly search tools for frequency, concordances and context

Östling et al. (2017); Börstell (2022; 2024a,b); Fenlon & Hochgesang (2022); Kopf et al. (2022)



Frequency



Lexical frequency in sign languages
One of the first and easiest things to look at in a corpus 

Some of the earliest papers used a “corpus” 
– ASL data was 4,000 sign tokens 
– NZSL used text transcriptions (but: 100,000 tokens) 

With first “real” SL corpora, lexical frequencies were investigated 
– text type influences sign types: depiction more in narratives

Morford & MacFarlane (2003); McKee & Kennedy (2006); Johnston (2012); Fenlon et al. (2014); Börstell et al. (2016)



Lexical frequency in STS
We (5th?) could compare 
STS sign frequencies with 
previous research 

Similar frequency patterns: 
– functional (points, etc.) 
– culturally relevant 
concepts (e.g., DEAF) 
– sign type ↔ text type

Börstell et al. (2016)



Lexical frequency in STS
We could also (1st?) show 
that STS lexical frequency 
showed a Zipfian 
distribution (expectedly) 

The frequency rank (1st, 
2nd, 3rd, …) is inversely 
correlated with the token 
frequency of signs

Börstell et al. (2016); Zipf (1935);  
see also Kimchi et al. (2023)



Word class in STS
In 2015, we word class (or 
part-of-speech) 
annotated the STS corpus 

Often misunderstood, but 
our semi-automatic 
approach was manually 
corrected (~3,000 types) 
– done on the type-level

Östling et al. (2015)



Word class in STS
With these word class annotations, 
we could also look at frequencies 
on a “higher level” 

Expected patterns: 
– Content classes have more 
types to tokens 
– Function classes have more 
tokens to types

Category Word class Types Tokens

content

noun 4,878 28,579
verb 3,752 42,794
adjective 692 8,211
adverb 522 18,337

function

pronoun/point 446 31,190
preposition 77 3,382

conjunction 60 4,356
article 5 7

other

depict/CA 2,263 9,383
numeral 393 4,246
gesture 130 5,154

interjection 111 7,627
buoy 70 2,602Börstell et al. (2016)



Lexical variation
With signer metadata, we can also look at lexical variation 

In practice: this is difficult! 
– “small” corpora = few relevant items 
– without targeted topics/themes, content varies 

We have tried to identify candidates from the data, but it is hard! 
– a combined approach may be best

Börstell & Östling (2017); Börstell (2024); Börstell et al. (under review)



Lexical variation
Easier when 
– you know specific 
candidates 
– they are frequent 
– they are themselves or 
with variants dispersed 
across signers 

Example: the sign TYP@b →

Börstell & Östling (2017); Börstell (2024)



Lexical variation
Easier when 
– you know specific 
candidates 
– they are frequent 
– they are themselves or 
with variants dispersed 
across signers 

Example: BEHÖVA(B or J) →

Börstell & Östling (2017); Börstell (2024)



Frequency: how
Exported (and imported) sign annotations from ELAN 

Count number of occurrences per sign gloss 
– may involve some trimming/lemmatizing! 

Extract word class tags from sign glosses 
Count number of types per word class 
Count total tokens per word class

Börstell (2022); Börstell et al. (2016)

?
LOOK>leftLOOK++LOOK

LOOK

LOOK[verb]

LOOK verb



Lexical variation: how
Count number of occurrences per sign gloss 
Combine data with metadata (age, gender, region, etc.) 
Trim and match with meanings or lemmas 
Normalize as rate (frequency relative to signer/group total) 

Targeted topics/texts for specific items 
Targeted interviews or tasks for specific items 

Börstell & Östling (2017); Börstell (2022, 2024a); Stamp et al. (2014)

?



Duration & 
articulation rate



Frequency and duration in STS
But wait, those annotations have an extension in time!

Börstell et al. (2016)



Frequency and duration in STS
But wait, those annotations have an extension in time! 
– this means we get durations for free!

Börstell et al. (2016)



Frequency and duration in STS
We took the durations in 
ELAN and found:

Börstell et al. (2016)



Frequency and duration in STS
We took the durations 
in ELAN and found: 
1) More frequent = 
shorter duration

Börstell et al. (2016)



Frequency and duration in STS
We took the durations 
in ELAN and found: 
1) More frequent = 
shorter duration 
2) Content word 
classes > functional

Börstell et al. (2016)



Frequency and duration in STS
We took the durations 
in ELAN and found: 
1) More frequent = 
shorter duration 
2) Content word 
classes > functional 
3) Fingerspelling 
duration ↔ length

Börstell et al. (2016)



Frequency and duration in STS
We took the durations 
in ELAN and found: 
1) More frequent = 
shorter duration 
2) Content word 
classes > functional 
3) Fingerspelling 
duration ↔ length 
4) age → duration

Börstell et al. (2016)



Signing rate in BSL, NGT and STS
We replicated and 
added to this with 
three SL corpora: 
1) age → duration 

Börstell et al. (2024)



Signing rate in BSL, NGT and STS
We replicated and 
added to this with 
three SL corpora: 
1) age → duration 
2) age → rate 

Börstell et al. (2024)



Signing rate in BSL, NGT and STS
We replicated and 
added to this with 
three SL corpora: 
1) age → duration 
2) age → rate 
3) no effect of 
gender or family 

Börstell et al. (2024)



Signing rate in BSL, NGT and STS
We replicated and 
added to this with 
three SL corpora: 
1) age → duration 
2) age → rate 
3) no effect of gender 
or family 
4) possible effect of 
region for BSL

Börstell et al. (2024)



Duration and rate: how
Exported (and imported) sign annotations from ELAN 

Calculate duration based on timestamps (end – start) 
– optional: adjust timestamps to match frame rate (fps 25 → 40 msec) 

Count number of signs divided by time (e.g., utterance) 
– optional: infer utterances from longer pauses (500 msec?) 
– note: overlapping signs: OK; two-handed lexical signs: not OK 
– note: alignment of annotations → cross-linguistic comparison?

Börstell (2022); Börstell et al. (2016; 2024)



Distributional 
patterns



Finding continuers (backchannels) in STS
With spoken language corpora, Dingemanse et al. (2022) developed a 
language-agnostic sequential search method for identifying continuers 

With a few different approaches for inferring utterances and turns, I 
applied this sequential method to the STS Corpus data…

Dingemanse et al. (2022); Börstell (2024b)

I went there… … and got some… … stuff for my house

uh-huh uh-huh uh-huh



Finding continuers (backchannels) in STS
Two signs were identified as  
likely continuers in STS 
 
JA@ub ‘yes’ (reduced) 

PU@g (palms-up) 

Further analysis found they are longer than 
expected, but also visually less obtrusive 
(lower and less movement in space)

Börstell (2024b); Svenskt teckenspråkslexikon (2025) 
https://ideophone.org/finding-continuers-across-languages-and-modalities/ 



Something old, 
something blue, 
something borrowed, 
something new…



Interactional profile
Since 2023, I’ve been more interested in finding ways to explore 
conversational and pragmatic aspects of SL corpus data quantitatively 

The continuers paper and the sequential search method worked great 
– I also employed a method looking at overlap between signers 

What could be inferred from different “interactional profiles” 
(nomenclature?) in running text sequences of sign annotations?

see also Börstell (2024b)



Windows and steps
What if we look at 10 signs at a time: this is our window

SIGN

SIGN

SIGN SIGN SIGN

SIGN

SIGN SIGN SIGN SIGN



Windows and steps
What if we look at 10 signs at a time: this is our window 

… we then skip to the next 10 signs (no overlap): this is our step size

SIGN

SIGN

SIGN SIGN SIGN

SIGN

SIGN SIGN SIGN SIGN



Signer entropy
Entropy is a measure of uncertainty 
– in any given sequence of 10 signs, we calculate signer entropy: how 
surprised are we by picking a specific signer from that sequence?



Signer entropy
Entropy is a measure of uncertainty 
– in any given sequence of 10 signs, we calculate signer entropy: how 
surprised are we by picking a specific signer from that sequence? 

 
Entropy: 0

SIGN SIGN SIGN SIGN SIGN SIGN SIGN SIGN SIGN SIGN



Signer entropy
Entropy is a measure of uncertainty 
– in any given sequence of 10 signs, we calculate signer entropy: how 
surprised are we by picking a specific signer from that sequence? 

 
Entropy: 0.47

SIGN SIGN SIGN SIGN SIGN SIGN SIGN SIGN SIGN

SIGN



Signer entropy
Entropy is a measure of uncertainty 
– in any given sequence of 10 signs, we calculate signer entropy: how 
surprised are we by picking a specific signer from that sequence? 

 
Entropy: 0.72

SIGN

SIGN

SIGN SIGN SIGN

SIGN

SIGN SIGN SIGN SIGN



Signer entropy
Entropy is a measure of uncertainty 
– in any given sequence of 10 signs, we calculate signer entropy: how 
surprised are we by picking a specific signer from that sequence? 

 
Entropy: 1

SIGN

SIGN

SIGN

SIGN

SIGN

SIGN

SIGN

SIGN SIGN

SIGN



Signer entropy
Entropy is a measure of uncertainty 
– in any given sequence of 10 signs, we calculate signer entropy: how 
surprised are we by picking a specific signer from that sequence? 

 
Entropy: 1

SIGN SIGN SIGN SIGN SIGN

SIGN SIGN SIGN SIGN SIGN



Signer switches
For every window, how often does a signer switch occur 
– based on time-ordered signs by start time, across both signers in a file 
– 9 switches are possible within a window of 10 signs 

 



Signer switches
For every window, how often does a signer switch occur 
– based on time-ordered signs by start time, across both signers in a file 
– 9 switches are possible within a window of 10 signs 

 
Switch rate: 1/9 ≈ 0.11

SIGN SIGN SIGN SIGN SIGN

SIGN SIGN SIGN SIGN SIGN



Signer switches
For every window, how often does a signer switch occur 
– based on time-ordered signs by start time, across both signers in a file 
– 9 switches are possible within a window of 10 signs 

 
Switch rate: 8/9 ≈ 0.89

SIGN

SIGN

SIGN

SIGN

SIGN

SIGN

SIGN

SIGN SIGN

SIGN



Interactional profile: hypotheses
Zero entropy & Zero switch rate ≈ main signer (“monologue”) 

Low entropy & low switch rate ≈ insertion(s) (backchannels?) 

High entropy & low switch rate ≈ signer change 

High entropy & high switch rate ≈ parallel (negotiation?/repair?/TRP?)



Results: distributions
Mostly “monologue” 
sequences (69%) 

More interactional 
sequences in 
conversation texts 

Many sequences  
(~15%) are N/A



Example: insertion

https://teckensprakskorpus.su.se/video/sslc01_264.eaf?t=203070  

See also: 
https://teckensprakskorpus.su.se/video/sslc01_322.eaf?t=193853  
https://teckensprakskorpus.su.se/video/sslc01_203.eaf?t=431070 

https://teckensprakskorpus.su.se/video/sslc01_264.eaf?t=203070
https://teckensprakskorpus.su.se/video/sslc01_322.eaf?t=193853
https://teckensprakskorpus.su.se/video/sslc01_203.eaf?t=431070


Example: change

https://teckensprakskorpus.su.se/video/sslc01_021.eaf?t=476320 

See also: 
https://teckensprakskorpus.su.se/video/sslc01_307.eaf?t=228355  
https://teckensprakskorpus.su.se/video/sslc01_141.eaf?t=174290 

https://teckensprakskorpus.su.se/video/sslc01_021.eaf?t=476320
https://teckensprakskorpus.su.se/video/sslc01_307.eaf?t=228355
https://teckensprakskorpus.su.se/video/sslc01_141.eaf?t=174290


Example: parallel

https://teckensprakskorpus.su.se/video/sslc01_302.eaf?t=91580  

See also: 
https://teckensprakskorpus.su.se/video/sslc01_244.eaf?t=289640  
https://teckensprakskorpus.su.se/video/sslc01_141.eaf?t=196862 

https://teckensprakskorpus.su.se/video/sslc01_302.eaf?t=91580
https://teckensprakskorpus.su.se/video/sslc01_244.eaf?t=289640
https://teckensprakskorpus.su.se/video/sslc01_141.eaf?t=196862


Interactional profile: goals
We could target specific places of interest within files 
– may save time; quicker than visual monitoring 

Interesting sequences could be looked at qualitatively in the corpus 
– what is the pragmatics of different sequences? 

Differences between the “interactional profiles” could be  
studied with regard to the signs that occur within them



Results: preliminary
Conversation only: 
 
The interactional 
profile (distribution 
of signing activity) 
is reflected in word 
class prevalence 
among the signs in 
conversational texts



Results: preliminary
Conversation only: 
 
The interactional 
profile (distribution 
of signing activity) 
is reflected in word 
class prevalence 
among the signs in 
conversational texts 
… JA & PU removed



Results: preliminary
Conversation only: 
 
Top-10 most 
frequent signs as 
distributed across 
the non-monologue 
sequences only 

Some patterns, but 
also small dataset…



Feedback wanted! 
Is this the right way to go? 

Clear downside: zero non-manual information! 

What are the next steps? 



the WHY 



Why do we use a corpus?
To explore or confirm theories, intuitions or anecdotal observations 

Quantify claims that are made with little or artificial data 
– allow for variation here: data is always gradient (= messy) 

Use it as a source of observations: very possible 
Use it as a source of data-driven distributions: still too small?

see, e.g., Kennedy (2014); O’Keefe (2018); Aijmer (2018)



Know your data!
Using a corpus is not a substitute for looking at your data! 

The context of occurrences is important 

You need to know annotation conventions and methodological choices 
– BSL corpus: longer sign annotations and split files by signer 
– STS corpus: two-handed signs are not doubled 

Is the corpus representative for what you want to investigate?

!



Where do we go from here?
There is no sociolinguistics! ≈ There is no corpus linguistics! 
– compare: experimental linguistics 

Corpus linguistics = methods & resources to use for Linguistics! 
– assuming corpus-based rather than corpus-driven research 

Focus on systematic enhancement, not expansion of “superficial” data 
– or, maybe: ¿por qué no los dos? (‘why not both?’)

McEnery & Hardie (2011: xiv)



Computer vision?
Is computer vision the future for sign language corpora? 

Maybe? 

My view is: 
– it can help enhance current corpora with little time and effort 
– it can capture some phonetic details (but: errors!) 
– it cannot replace human annotation/correction

see, e.g., EnvisionBOX and the NONMANUAL project



 
Feedback on the 
“interactional 
profiles”, please!
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Thank you! 
 Kiitos paljon! 
  Tusen takk! 
   Tack så mycket!


